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ABSTRACT: The absorption of ultraviolet radiation by DNA may
result in harmful genetic lesions that affect DNA replication and
transcription, ultimately causing mutations, cancer, and/or cell
death. We analyze the most abundant photochemical reaction in
DNA, the cyclobutane thymine dimer, using hybrid quantum
mechanics/molecular mechanics (QM/MM) techniques and QM/
MM nonadiabatic molecular dynamics. We find that, due to its
double helix structure, DNA presents a free energy barrier between
nonreactive and reactive conformations leading to the photolesion.
Moreover, our nonadiabatic simulations show that most of the
photoexcited reactive conformations return to standard B-DNA
conformations after an ultrafast nonradiative decay to the ground
state. This work highlights the importance of dynamical effects
(free energy, excited-state dynamics) for the study of photo-
chemical reactions in biological systems.

The absorption of ultraviolet (UV) radiation by DNA may
trigger different photochemical reactions that lead to the

formation of covalent bonds between adjacent nucleobases.1,2

DNA presents remarkable stability against this photodamage:
more than 99.9% of the absorbed photons are transformed into
heat, which is transferred to the solvent without causing any
lesion.3 The most frequent DNA photolesion produced by
sunlight is the cyclobutane thymine dimer (CTD) that is
characterized by the formation of a ring of four carbon atoms
that includes two C−C bonds between adjacent thymine
bases.4

The development of new experimental techniques has
provided very interesting information regarding these photo-
chemical reactions.1,2,5−13 Due to the intricacy of cellular DNA,
most of these investigations have been carried for DNA bases
or short single-stranded synthetic DNA molecules in solution.
It has been shown that after photoexcitation, these systems
present ultrafast relaxation to the electronic ground state. In
particular, studies on all thymine oligonucleotides have shown
that CTD formation is an ultrafast reaction along the singlet
state that is completed in 1 ps.7,8 In light of these experiments,
it has been suggested that the conformation of the thymine

bases at the moment of photon absorption determines if CTD
will be formed and that the low quantum yield for the reaction
is due to the small number of reactive conformations in the
thermal ensemble at room temperature (RT).7,14−16 Experi-
ments on genomic DNA suggest, however, that the formation
of photolesions is a very complex problem in which different
mechanisms (interaction with adjacent bases, collective excited
states, etc.) play an important role.17−19

Despite these important advances in the experimental
techniques, theoretical modeling is essential to understand
the photochemistry of DNA.10,20,21 Due to the complexity of
this problem, most of the theoretical studies have focused on
the analysis of the photochemical reaction for simpler systems
such as two nucleobases in the gas phase22−29 or thymine
dinucleoside monophosphate (TpT) in water,30,31 using
accurate quantum chemistry or density functional theory
(DFT) methods. In these studies, the reaction takes place via
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a nonadiabatic mechanism on a barrierless singlet excited-state
(S1) pathway to a conical intersection32,33 between the S1 and
S0 potential energy surfaces (PESs), which is the funnel for
ultrafast decay into the ground state (S0), leading to the
photolesion. However, the dynamics of these photochemical
reactions should be quite different for the case of cellular DNA
with the bases immersed in the complex DNA environment.
Notice also that the biomolecular system presents a high
number of degrees of freedom and a large number of accessible
conformations for a given state of the system at RT.20,34 Due to
the computational cost, this problem is usually ignored,
assuming that a single energy-minimized structure represents
each state. Moreover, in order to model these photochemical
reactions, we must go beyond the Born−Oppenheimer
approximation and take into account the excited-state dynamics
and nonadiabatic couplings of the electronic and nuclear
degrees of freedom. Theoretical analysis of photochemical
reactions in biomolecules is a very challenging problem that
requires mixing different simulation strategies.19−21,35

In this work, we analyze theoretically CTD formation in a
realistic model for DNA at physiological conditions. We use
quantum mechanics/molecular mechanics (QM/MM) techni-
ques in which the QM method is used to describe the region
where the photochemical reaction is taking place, while the
MM method is used to properly take into account the rest of
the DNA double helix structure, as well as the water molecules
and counterions in the solvent.19,36,37 In a first step, we
determine the S0 and S1 free energy maps for the reaction as a
function of the reaction coordinates (see below) that define the
state of the system. In these free energy maps, each state is
associated with an ensemble of different structures and energy
values, taking into account in this way the plethora of accessible
structures at RT.34 The calculation of these free energy maps
allows us to define, in a precise way, the region of reactive
conformations,7 that is, the region of conformational space for
which electron photoexcitation may lead to CTD formation in
an ultrafast reaction; this region is closely related to the S1/S0
conical intersection zone (CIZ) in which de-excitation from S1
to S0 actually takes place. In a second step, we perform
nonadiabatic33,38−41 QM/MM molecular dynamics (MD) to
further analyze the atomic mechanisms of this reaction. These
simulations allow us to obtain the probability of CTD
formation or, alternatively, internal conversion back to initial
DNA conformations, once the system reaches the CIZ. This
work highlights the importance of the dynamical effects (free
energy, excited-state motion, and nonadiabatic dynamics) for
the study of photochemical reactions in biomolecules.
Our system consists of a fragment of solvated B-DNA with

10 DNA base pairs (base sequence: CGAATTAAGC)42 and a
water cap of 30 Å that also includes the corresponding Na+

counterions. The QM region contains 52 atoms: the two
adjacent thymine nucleobases as well as the two corresponding
deoxyriboses; see Figure 1. The two thymine bases are located
in the same DNA strand, in the middle of the DNA sequence.
The rest of the DNA atoms in the two strands (phosphate
backbones and the rest of the nucleosides) and all of the water
molecules and counterions (Na+) are included in the MM
region. In total, this MM region contains ∼11 000 atoms.
Figure 2a,b shows typical atomic structures for the two

thymine nucleosides before and after the photochemical
reaction; the two C double bonds C5C6 and C5′C6′ in
adjacent thymine bases give rise to a cyclobutane ring with the
formation of the two covalent bonds C5−C5′ and C6−C6′

(see the notation in Figure 2b). Figure 2a also shows the two
reaction coordinates that we have used in our study: the
distance, d, between the midpoints of the two C5−C6 bonds
and the angle ϕ for atoms C5′−C6′−C6. Using these reaction
coordinates, we have determined the free energy maps for the
S0 and S1 electronic states, following the methodology
described in the Computational Methods section.
Figure 3a shows the ground-state free energy map as a

function of the coordinates d and ϕ. In standard DNA
conformations, the distance d between the two thymine bases is
∼4−5 Å, and the angle ϕ is ∼50−100°. The local minimum
that appears for values of ϕ ≈ 90° and d ≈ 1.6 Å corresponds to
the CTD photolesion (Figure 2b). Between this minimum and
standard DNA conformations, there is a high free energy
barrier (red dashed line in Figure 3a) of 60−70 kcal/mol; the
system cannot overcome this barrier at RT. This result is in
agreement with previous calculations for simpler systems, for
example, thymine dimers in the gas phase22−29 or TpT in
water,30,31 as well as with the energy difference between the
conical intersection and ground state found in a QM/MM
study for B-DNA, 77 kcal/mol19 (in this QM/MM calculation,
the difference between the energy-minimized CTD and the
ground state of B-DNA is 33 kcal/mol, in excellent agreement
with the free energy value shown in Figure 3a).
Figure 3b shows the free energy map for the first excited

singlet state S1. The region corresponding to CTD config-
urations (d ≈ 1.6 Å and ϕ ≈ 90°) is clearly unstable now, that
is, in the S1 state, the two thymine bases cannot get too close to
each other at RT. The main feature in this map is the minimum
found for d ≈ 2.2 Å and ϕ ≈ 95°; as discussed below, this
minimum determines the region in conformational space where
de-excitation from S1 to S0 takes place, that is, the CIZ. Notice
that, at variance with calculations for two thymine bases22−29 or
TpT,30,31 in double-helix DNA there is an energy barrier
between standard DNA conformations and the CIZ (red
dashed line in Figure 3b). This barrier defines in a precise way

Figure 1. View of the central part of the DNA double helix showing
the QM region and the surrounding DNA and solvent environment.
The QM region (highlighted in the figure) consists of two adjacent
thymine nucleosides in the middle of a sequence of 10 DNA base
pairs, while the MM region comprises the rest of the DNA atoms and
all of the water molecules and counterions in the solvent.
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the region of reactive conformations; configurations above and
at the left of this dashed line will move toward the CIZ and may
result in CTD formation, while those below and at the right of
this line move in the opposite direction, toward B-DNA
conformations.

This minimum in the S1 map is located close to a local
maximum in the S0 map; see Figure 4a,b. In the region between
these two extremal points (d ≈ 2.1−2.2 Å and ϕ ≈ 92−98°),
the S0 and S1 free energy surfaces are very close. The
characteristic atomic geometry for the two thymine nucleosides

Figure 2. Representative atomic structures of the two thymine nucleosides. (a) Standard DNA; (b) CTD; (c) CIZ. The C atoms C5, C6 (and C5′,
C6′ in the other thymine base) are indicated in (b). The reaction coordinates used in our study are shown in (a); d is the distance between the
midpoints of the two C5−C6 bonds and ϕ is the angle for atoms C5′−C6′−C6.

Figure 3. Free energy (kcal/mol) maps at RT as a function of the reaction coordinates d and ϕ for (a) the ground-state electronic state, S0, and (b)
first excited state, S1. The red dashed line in (a) indicates the barrier between B-DNA and CTD configurations in the S0 state, while the red dashed
line in (b) marks the barrier for reactive conformations in the S1 excited state. The origin of energies is the same in both figures.

Figure 4. CIZ and S1 → S0 transitions. (a,b) Zoom of the free energy maps (Figure 3) around the CIZ: (a) S0 state; (b) S1 state. The black triangle
and black circle indicate the position of the S1 minimum and S0 maximum, respectively. (c) Spots corresponding to the positions in which the S1 →
S0 transition takes place in the different nonadiabatic QM/MM simulations; the red dots correspond to the trajectories that end up in CTD
formation. The red dashed lines in (a) and (c) indicate the barrier between B-DNA and CTD configurations; see Figure 3a.
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in this region is shown in Figure 2c: a covalent bond between
the C6 atoms of both thymine bases is forming, with a C6−C6′
distance, d6, of ∼1.7 Å, while the C5−C5′ distance, d5, is
larger, ∼2.5 Å, reflecting the steric effect of the two methyl
groups.
The free energy represented in Figures 3 and 4a,b is a

statistical quantity, that is, each point in these maps is
associated with an ensemble of accessible atomic structures at
RT (see the Computational Methods). As shown below, in the
region highlighted in Figure 4, there are many different atomic
configurations for which the S1 and S0 PESs are very close and
thus present a strong S1/S0 coupling and a large probability for
S1 → S0 transition.
In order to further investigate the atomic mechanisms for this

photochemical reaction, we have performed nonadiabatic MD
for an ensemble of 2560 trajectories using the fewest-switches
surface-hopping method38,39,41 as implemented in our QM/
MM approach. In these simulations, we are interested in the
fate of the excited-state (S1) trajectories that reach the CIZ and
thus may result in CTD formation. Therefore, the initial
conditions for these trajectories were chosen so that at the
moment of photoexcitation the system is already inside of the
region of reactive conformations (see the Computational
Methods).
Figure 5a,b show two representative examples of these

trajectories. After the initial (t = 0) photoexcitation, the system
very quickly (∼200 fs) moves to the CIZ. This ultrafast process
is driven by the attraction between the C6 atoms in adjacent
thymine bases; notice how the distance between the two C6
atoms, d6, is rapidly reduced to ∼1.6 Å, revealing the incipient
formation of a covalent bond between the two bases. At the
CIZ, the S1/S0 nonadiabatic coupling is large and the system
quickly decays into the S0 state (dashed vertical lines). Then,
the C5 atoms may form a second covalent bond, leading to the
CTD (e.g., Figure 5a), or the system may return to initial B-
DNA configurations, breaking the newly formed C6−C6′ bond
(e.g., Figure 5b).
Interestingly, out of the 2560 trajectories, only 110 (∼4%)

end up in the photolesion, while in the other 2450 trajectories,
the system goes back to standard DNA conformations. The
values of the (d, ϕ) coordinates and (d5, d6) distances at the
moment of the S1/S0 transition for the different trajectories are
shown in Figures 4c and 5c, respectively; the red dots

correspond to the cases that end up in the CTD. We observe
(Figure 4c) that practically all of the transitions take place on
the larger d values’ side of the free energy barrier separating the
CTD and B-DNA regions; this is related to the sloped
topography43 of the CIZ (see Figure 4a,b) as well as to the
nonequilibrium nature of these ultrafast processes. Notice that
the S1/S0 transitions occur in a relatively wide range of values, d
≈ 2.1−2.5 Å and ϕ ≈ 90−115°, showing that there are many
different DNA conformations that present strong S1/S0
coupling in this region. Figures 4c and 5c also show that
CTD formation is more likely when the S1/S0 transition occurs
for shorter d and d5 distances, closer to the barrier between
CTD and B-DNA conformations. Finally, we mention that the
statistical distribution of S1/S0 transition points shown in
Figure 4c is displaced to larger d and ϕ values, as compared to
the CIZ determined from the free energy maps, Figure 4a,b.
This is a reflection of the “out of equilibrium” nature of the
ultrafast decay after photoexcitation (Figure 5a,b).
The formation of photolesions in genomic DNA induced by

UV radiation is a very complex process, and several factors
should be considered in its analysis. These include the ground-
state conformation at the moment of photoexcitation but also
the role of collective excited states, the effects of the flanking
bases, different pathways for excited-state quenching, long-lived
excited states, and so forth.7,16−19 Also, more detailed analysis
of the interaction of UV radiation with DNA should be
considered (e.g., change of the absorption probability with
DNA conformation, effect of the energy spectrum of the UV
source, etc.). Our nonadiabatic simulations show the important
role of the excited-state dynamics. In particular, our results
show that once a reactive conformation is photoexcited, the
system reaches the CIZ in an ultrafast motion along the S1 PES.
Here, there is a large coupling between the S1 and S0 states, and
consequently, there is a high probability that the system returns
to the electronic ground state. At this point, the system may
evolve in two different ways: (a) move back to initial DNA
conformations, that is, internal conversion of the absorbed
photon into heat, or (b) formation of the CTD photolesion.
Due to the sloped topography of the CIZ and the ultrafast
nature of the decay, case (a) is much more likely than case (b).
The experimental quantum yield of CTD formation in genomic
DNA3 is a factor of 30−100 lower than for the case of
oligonucleotides.6,16,31 This large difference may be partially

Figure 5. (a,b) Examples of nonadiabatic QM/MM trajectories: evolution of the S1/S0 nonadiabatic coupling vector (modulus) and of the C5−C5′
(d5; black line) and C6−C6′ (d6; red line) distances. In case (a), the trajectory ends up in CTD formation, while in (b), the system returns to B-
DNA conformations. The dashed vertical lines indicate the instant of the S1 → S0 transition. (c) Spots corresponding to the positions in which the S1
→ S0 transition takes place in the different nonadiabatic QM/MM simulations as a function of the d5 and d6 coordinates; only a small fraction
(∼4%) of the trajectories end up in CTD formation (red spots).

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.6b02168
J. Phys. Chem. Lett. 2016, 7, 4391−4397

4394

http://dx.doi.org/10.1021/acs.jpclett.6b02168


explained by the frequency of TT pairs and the UV absorption
by other nucleobases;7 our results show that the dynamical
effects discussed here (free energy barrier for reactive
conformations and ultrafast nonadiabatic excited-state dynam-
ics) also play a very important role.
In conclusion, we have analyzed how the dynamical

properties and biological environment affect the photostability
of B-DNA. The barrier found in the S1 free energy map defines
the DNA conformations that can reach the CIZ in an ultrafast
motion after photoexcitation. This free energy barrier is due to
the constraints imposed by the Watson−Crick hydrogen bonds
and DNA backbone; notice that in the cases of two thymine
bases in the gas phase22,23 or TpT in water30,31 there is
practically no energy barrier in the S1 PES pathway to the
conical intersection. In addition, our nonadiabatic simulations
reveal that the probability of CTD formation from a
photoexcited reactive conformation is low; this is due to the
sloped topography of the CIZ and the nonequilibrium nature of
the ultrafast nonradiative decay.

■ COMPUTATIONAL METHODS
In this study, we used a recently developed QM/MM method,
Fireball/Amber,37 based on the combination of techniques
developed in the fields of molecular biology (Amber44) and
condensed matter physics (Fireball45,46). In this technique, the
QM region is described using a local-orbital DFT method45,46

that presents an excellent balance between computational
efficiency and accuracy. This allowed us to calculate, using
QM/MM MD, the S0 and S1 free energy maps34 as well as the
ensemble of 2560 nonadiabatic trajectories.
In the MM part, we used the Amber44 force field parm99bsc0

for the DNA molecule and TIP3P for the water molecules.
Regarding the DFT calculations, we used the BLYP exchange−
correlation functional47,48 and norm-conserving pseudopoten-
tials.49 We employed a basis set of optimized numerical atomic-
like orbitals (NAOs)50 with a 1s orbital for H and sp3 orbitals
for C, N, and O. In order to optimize this basis set, we analyzed
different sets of organic molecules relevant for biological
systems and considered intermolecular energies and distances
as well as intramolecular distances. In particular, we used the
S66 reference data set51 for intermolecular energies and
distances as well as the ionic hydrogen bond data set52 for
complexes featuring hydrogen bonds between ionic and neutral
groups. Our optimized basis set yields a mean absolute
deviation of 2.14 kcal/mol for the intermolecular energies in
the S66 data set. Details will be published elsewhere.53

In the Fireball method, a practical tabulation/interpolation
scheme is used to speed up the DFT simulations: all of the
orbital integrals are calculated beforehand and stored in data
tables that are loaded in memory in the initial step and used
throughout the MD run. For this purpose, we used the
multicenter weighted exchange−correlation density approx-
imation54 for calculation of the exchange−correlation terms.
The free energy maps shown in Figures 3 and 4 were

obtained by means of long steered QM/MM MD simulations
at RT along the S0 or S1 PES, as described in ref 34. In this way,
∼3 × 106 atomic configurations were generated for each map in
order to properly explore the configuration space of the system
for values of the reaction coordinates between 1.3 and 5 Å (d)
and 40 and 120° (ϕ). The calculation of this huge number of
QM/MM configurations is possible due to the computational
efficiency of Fireball/Amber.37 The maps were finally obtained
by defining an (x,y) grid of ∼3000 points with 75 different d

values (steps of Δd = 0.05 Å) and 41 different values for ϕ (Δϕ
= 2°). To each of these (x,y) grid points we associated ∼1000
different conformations, obtained from the steered QM/MM
MD mentioned above, that were then used to calculate the free
energy for that grid point; each point in the map represents an
ensemble of accessible structures.34 The profile lines for the
energy barriers shown in Figure 3 were calculated using the
program MEPSA.55 For the calculation of the S1 PES, we used a
constrained DFT calculation, solving the Kohn−Sham
equations self-consistently with constrained Kohn−Sham
orbital occupations, in which one electron is promoted from
the HOMO (highest occupied molecular orbital) to the LUMO
(lowest unoccupied molecular orbital),41 a method also known
as ΔSCF.56
In the nonadiabatic simulations, the system was excited to

the S1 PES in the initial time step, and we let the system evolve
freely for 1500 fs (3000 time steps for each trajectory), using
the fewest-switches surface-hopping method38,39,41 as imple-
mented in our QM/MM approach. In these trajectories, the
atoms moved initially in the adiabatic S1 PES, but in each time
step, there was a probability for the system to jump to the S0
PES. The probability for these hops was determined from the
nonadiabatic coupling57 and time evolution of the electronic
states, using the fewest-switches algorithm;38 see ref 41 for all of
the details. This probability is negligible except when the S1/S0
coupling is large, that is, in the CIZ.
The initial atomic positions and velocities for these

trajectories were chosen from QM/MM steered MD
simulations in the S0 PES in the region 2.5 < d < 3.2 Å and
75 < ϕ < 100° (see Figure 3). This represents a small fraction
of the RT-accessible ground-state conformations; however, we
are interested here in trajectories that reach the CIZ in order to
analyze the atomic dynamics associated with the S1 → S0
transition and, in particular, to determine how many of these
trajectories yield the CTD and how many undergo internal
conversion back to nonreactive native B-DNA configurations.
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Thymine Dimer in the Gas Phase

Figure S1 shows the potential energy profiles for the S0 and S1 electronic states as a function

of d (distance between the midpoints of the C5-C6 bonds) along a set of energy-minimized

S1



Figure S1: Potential energy profiles in the ground state (S0) and first excited state (S1)
for the cycloaddition reaction of two stacked thymine bases leading to the formation of a
cyclobutane thymine dimer, as a function of the distance d between the midpoints of the
C5-C6 bonds.

configurations, calculated with the local-orbital DFT code Fireball with the same calcula-

tional parameters (BLYP functional, NAOs basis set, pseudopotentials, etc.) as used in the

QM/MM simulations. The S0 and S1 energy curves have been calculated using optimized

geometries corresponding to their own PES. The S0 curve shows a large energy barrier, 62

kcal/mol, in agreement with previous results for the thymine dimer in the gas phase using

quantum-chemistry methods, e.g. 63 kcal/mol,S1 or DFT calculations, 80 - 88 kcal/mol.S2,S3

On the other hand, the S1 curve shows that in this excited electronic state there is no bar-

rier between initial DNA conformations and the conical intersection configuration, also in

agreement with previous results.S1 In other words, in the case of the thymine dimer in the

gas phase initial DNA conformations belong to the reactive conformations region. Previous

calculations for the gas phase thymine dimer have yielded different geometries for the coni-

cal intersection, with values d6 ∼ 1.8 - 2.3 Å and d5 ∼ 2.2 - 2.5 Å;S1–S6 in our calculations

(Figure S1) we obtain d6 = 2.1 Å and d5 = 2.3 Å. Notice that this geometry is different

from the one obtained in our QM/MM free energy calculations for the double helix B-DNA

(Figure 2c), d6 ∼ 1.7 Å and d5 ∼ 2.5 Å, a result that reflects the important effect of the
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double helix structure and biomolecular conditions in this photochemical reaction (see also

Figure 5c).

Evolution of Frontier Orbitals

Figure S2: Example of the frontier orbitals evolution along a nonadiabatic trajectory. Mid-
dle panel: Kohn-Sham eigenvalues for HOMO-1, HOMO, LUMO and LUMO+1 along the
trajectory. Up (Down): shape of the LUMO (HOMO) at selected instants (a-c) along the
trajectory. The S1 → S0 transition takes place at c).

Figure S2 shows the evolution of the frontier orbitals along a nonadiabatic trajectory. In

general, these orbitals are delocalized between the two bases. The LUMO presents a bonding

character between the two bases at a) and b). The occupation (after photo-excitation) of
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this state induces the formation of C-C bonds between the two bases (mainly C6-C6’). At b)

the HOMO presents a clear anti-bonding character. At c) (CIZ) the bonding orbital becomes

the HOMO and the antibonding orbital becomes the LUMO. The S1 → S0 transition takes

place at c).

Reactive Conformations

Figure S3: Distribution of DNA configurations as a function of the reaction coordinates from
long (60 ns) MM MD in the ground state at RT. The different colors (notice the logarithmic
scale) indicate the number of configurations per grid point; in this case we have used a finer
grid of ∼ 48000 points with ∆d = 0.0125 and ∆φ = 0.5o. The red dashed line indicates the
S1 free energy barrier, see Figure 3b.

Figure S3 shows the distribution of DNA configurations as a function of the reaction

coordinates d and φ found in a long (60 ns) MM MD simulation at RT in the electronic

ground state S0. In total, there are 3×107 different configurations (∆t = 2 fs). The reactive

conformations are defined as those that are located on the left side of the red dashed line (S1

free energy barrier, see Figure 3b). Although the MM force field is probably not very accurate

for conformations close to this S1 barrier, these simulations can be used to estimate the order
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of magnitude of the fraction of time, f , that the system spends in reactive conformations.

We find ∼ 1.1 × 105 reactive conformations; this yields a value of f of the order of 10−2 -

10−3.
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